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The Task

Different Countries

Different M
ethods

Different Decades
Different 
Experim

ental Design



M
eta

-A
na

lysis

Sum
m

arize or com
bine inform

ation from
 m

ultiple studies
to obtain inform

ation that is applicable to a larger 
population



H
ow

 is M
eta

-analysis 
d

ifferent from
 m

ixed
 

m
od

els?
It’s all about assum

ptions…



Hom
osceda

sticity vs. H
eterosced

asticity

•Previously assum
ed the 

variance of the errors (εi ) was a 
constant value

•
Hom

oscedastic
•Even in a m

ixed-m
odel, the 

errors are usually assum
ed to 

have a constant variance
•In m

eta-analysis, we know that 
is not true because each 
observation has a different SE

•
Heteroscedastic

𝜀𝑖 ~
𝑁

0,𝜎
𝜀𝑖 2



Tw
o approaches 

to H
eteroscedasticity

Use sam
pling 

variances 
collected from

 
the literature

Variance is 
known

Variance is 
know up to a 

constant

Collected sam
pling 

variances are 
m

ultiplied by an 
estim

ated residual 
variance

𝜀𝑖 ~
𝑁

0,SE
𝑖 2

m
etafor

package
lm

e4, nlm
e

𝜀𝑖 ~
𝑁

0,SE
𝑖 2𝜎

𝑅 2
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Types of D
ata

Variable Type
Exam

ple 
M

easurem
ents

Range
Distribution

Com
m

ents

Continuous
M

ilk production, 
Excretion, 

Concentrations, rates
-∞

 , ∞
(real num

bers)
Norm

al
Physiologicalrange is 
often lim

ited to (0, ∞
)

Counts
Num

ber of event 
occurrences (e.g. visits 

to bunk,   
0, ∞

(integers)
Poisson

Need
to specify unit 

of tim
e associated 

with event data

Prevalence/Risk
Disease Incidence, 

Conception
[0, 1] / [0, ∞

]
(real num

bers)
Binom

ial, M
ultinom

ial

Even when reported data is, on the surface, the sam
e estim

ate or m
easurem

ent, differences in m
ethods 

of collection, chem
ical analysis, statistical m

odel, and units can create large differences in the relationship 
of the reported value to the underlying ‘true’ value. Being aware of these differences is key to 
conducting a sound m

eta-analysis so always check, and double check your data!

C
heck your D

ata



Tw
o approaches 

to M
eta-D

ata

Norm
al Data

Non-Norm
al 

Data

Find 
Appropriate 

M
odel for data 
distribution

Transform
 Data 

to Norm
al 

Variable
Prevalence

Continuous

O
dds Ratio / 

Risk

M
eans, M

ean 
Difference

Logit 
Transform

ations

Log 
Transform

ations

Linear M
ixed 

M
odel

Generalized 
Linear M

ixed 
M

odel
“Effect-Size”



Effect Size

P
rovide a com

m
on m

etric to com
pare the direction and 

strength of a relationship betw
een variables across studies

(Berben
et al., 2012. Int. J. of Nursing Studies)



Effect Size Exa
m

ples

Reported M
etrics

•Continuous variables
•

M
ilk production

•
body weight gain

•
fecal N

•
FA concentration in m

ilk or blood
•

Cortisol concentration in feces 

•Check the units and m
ethods of 

collection!

Effect Size
•

Treatm
ent m

ean: ത𝑋1
•

M
ean difference : M

D
1−

2
=

ത𝑋1
−

ത𝑋2
•

Standardized M
ean Difference: 

sM
D
1−

2
=

ത𝑋1 −
ത𝑋2

𝑠𝑝
𝑜𝑜𝑙𝑒𝑑

Standard Error
•

Treatm
ent m

ean: 𝑠1
•

M
ean difference : 𝑠𝑀

𝐷
=

𝑠1 2𝑛
1 +

𝑠2 2𝑛
2

•
St. M

ean Difference: 

𝑠𝑠𝑀
𝐷
=

𝑛
1
+
𝑛
2

𝑛
1 𝑛

2
+

𝑠M
D
1−

2
2

2
𝑛
1
+
𝑛
2



Effect Size Exa
m

ples

Reported M
etrics

•Counts of Events/Non-events
•

Disease Incidence
•

Conception

Effect Size
•

Logit Prevalence: ln
ൗ

𝑡1
𝑛
1

1−
ൗ

𝑡1
𝑛
1

•
Log O

dds Ratio: ln(
ൗ

𝑡1
𝑡2
ൗ

𝑐1
𝑐2 )

=
ln(

𝑡1 𝑐2
𝑡2 𝑐1 )

•
Log Risk Ratio: ln(

ൗ
𝑡1

𝑛
1

ൗ
𝑐1

𝑛
2 )
=
ln(

𝑡1 𝑛
2

𝑐1 𝑛
1 )

Standard Error
•

logitPrevalence: 
1

𝑛
1 +

𝑛
2 +

1
𝑛
1 +

𝑛
2

1−
ൗ

𝑡1
𝑛
1

•
lnO

R: 𝑠𝑠𝑀
𝐷
=

1𝑡1 +
1𝑡2 +

1𝑐1 +
1𝑐2

•
lnRR: 𝑠𝑀

𝐷
=

𝑡2
𝑡1

𝑛
1
+

𝑐2
𝑐1

𝑛
2

Disease
No 

Disease
Sam

ple 
Size

Treatm
ent

t1
t2

n
1

Control
c1

c2
n

2



The Study Effect

•The study effectis analogous to 
a random

 effect as we have 
previously interpreted it. 

•Can be a random
 effect on the 

overall m
ean (intercept) or a 

random
 effect on the overall 

m
ean and the treatm

ent effect 
(intercept and slope)

Eg. Random
 Intercept M

odel

𝜎
2
𝑌𝑖𝑗

=
𝑢
+
𝜎
𝜀𝑖 2

𝑢
𝑖 ~
𝑁

0,𝜎
𝑢 2



O
therw

ise it is very sim
ilar!

W
ith som

e differences…



M
eta-A

nalysis

W
hat’s the 

objective?

W
hat inform

ation will 
the sum

m
ary provide 

and how will it be 
used?

•
Global Hypothesis testing
•

Com
bines outcom

es of m
any studies for increased 

power and application to a broader population

•
Prediction of a Biological response
•

Kind of like a M
eta-regression which usually applies to a 

wider range of the independent variables.

•
Secondary M

easurem
ent Sum

m
aries

•
Routinely m

easured values that are not the focus of the 
study can be sum

m
arized to lead to new hypotheses

•
Param

eterization of M
echanistic m

odels
•

This can be sim
ilar to the objective of the biological 

response sum
m

arization but with a specific, quantitative 
application of the estim

ate



M
eta-A

nalysis

W
hat’s the 

O
bjective?

Data 
Exploration + 

Cleaning
Before beginning, it’s 

im
portant to know how 

the m
odel results will 
be used.

W
hat data do you have 

to work with? W
hat are 

their ranges? Patterns? 
Visual relationships?



•Extension of the sam
e data 

assessm
ents used for regression

•
Additional data checking and 
cleaning to ensure accuracy and 
consistency

•
Account for intra-study vs. inter-
study aspects of the data D

ata Exploration



Data Cleaning
•

Does each study include the 
m

inim
al observations/reported 

m
easurem

ents to m
eet 

the
objectives.

•
Expert review m

ethods and 
quality of data

•
Re-check data for accuracy of 
data transfer

D
ata Exploration



Sparse Data
Are there enough observations on all factor 
levels of the predictor variables? Are there a lot 
of studies with only two factor levels?

In this exam
ple there are only 2 observations 

for ‘Treatm
ent C’

D
ata Exploration

Study
A

B
C

D
E

1234567



•If there is a curvilinear response, 
you need to ensure there are 
enough studies that have at 
least 3 factor levels

D
ata Exploration

Sauvantet al., 2008



•If the Intra-study Variability is 
low, you m

ay choose to create 
a cut off for the lower lim

it of 
the predictor variable SE

•
However, this is not necessary if 
using a random

 effects m
odel

D
ata Exploration

Sauvantet al., 2008



•For continuous predictor 
variables, what does the 
distribution look like? 

•Estim
ates will be m

ore precise 
for values of the predictor 
variable that occur m

ore 
frequently

D
ata Exploration



•Leverage –
the influence of an 

observation on predicting the 
slope/response with respect to 
the predictor variable

•
The farther away from

 the m
ean, 

the higher the leverage is

•M
ay choose to rem

ove 
observations with high outlier 
leverage 

D
ata Exploration



D
ata Exploration

IQ
 Exam

ple

•Standardized m
ean difference of 

IQ
 scores
•

Analogous to any m
eta-analysis of 

continuous variables
•

19 observations
•Effect Size = 

•
ത𝑋1 −

ത𝑋2
𝑠𝑝

𝑜𝑜𝑙𝑒𝑑

•Potential Fixed Effects: 
•

W
eeks of interaction with teacher (0-24)

•
Testing setting (group v. individual)

•
Tester blindness (blind v. aware)



D
ata Exploration

IQ
 Exam

ple



D
ata Exploration

IQ
 Exam

ple



D
ata Exploration

•Should this observation be 
rem

oved?

IQ
 Exam

ple



Ra
t G

row
th Exam

ple
D

ata Exploration

•Now have 4 studies with the 
sam

e diets but conducted in 
different locations with different 
strains and different 
m

ethodologies



D
ose Exa

m
ple

•Is there a study effect?

D
ata Exploration



M
eta-A

nalysis

W
hat’s the 

O
bjective?

Data 
Exploration

M
odel Fitting

Before beginning, it’s 
im

portant to know how 
the m

odel results will 
be used.

W
hat data do you have 

to work with? W
hat are 

their ranges? Patterns? 
Visual relationships?

m
etaforvs. linear 

m
odels, fixed vs. 

random
 effects m

odels, 
choice of weights

•
Lm

e4/nlm
e

vs. m
etafor



Tw
o Fitting M

ethods

Use sam
pling 

variances 
collected from

 
the literature

Variance is 
known

Variance is 
know up to a 

constant

Collected sam
pling 

variances are 
m

ultiplied by an 
estim

ated residual 
variance

𝜀𝑖 ~
𝑁

0,SE
𝑖 2

m
etafor

package
lm

e4, nlm
e

𝜀𝑖 ~
𝑁

0,SE
𝑖 2𝜎

𝑅 2

The choice of package to use in R to fit your m
eta-analysis depends on your theoretical approach 

to the variance structure of the data. 



Tw
o Fitting M

ethods

Norm
al Data

Non-Norm
al 

Data

Find 
Appropriate 

M
odel for data 
distribution

Transform
 Data 

to Norm
al 

Variable
Prevalence

Continuous

O
dds Ratio / 

Risk

M
eans, M

ean 
Difference

Logit 
Transform

ations

Log 
Transform

ations

Linear M
ixed 

M
odel

Generalized 
Linear M

ixed 
M

odel
“Effect-Size”

O
R, if your data is not norm

al, the choice m
ay depend on the 

ease/ability to represent your data in a GLM
 m

odel or transform
 the 

data yourself



Fixed
 Effects M

od
el –

IQ
 Exam

ple
M

odel:

Tw
o Fitting M

ethods
M

etafor

𝑦
𝑖 =

𝜃
+

𝜀𝑖

𝜀𝑖 ~
𝑁

0,SE
𝑖 2



Ra
nd

om
 Effects M

od
el –

IQ
 Exam

ple

Tw
o Fitting M

ethods
M

etafor

M
odel:𝑦

𝑖 =
𝜃
+
𝑢
𝑖 +

𝜀𝑖

𝜀𝑖 ~
𝑁

0,SE
𝑖 2

𝑢
𝑖 ~
𝑁

0,𝜎
𝑠 2



M
ixed

 EffectsM
od

el –
IQ

 Exam
ple

Tw
o Fitting M

ethods
M

etafor

𝑦
𝑖 =

𝜃
+
𝛽𝑋

𝑖 +
𝑢
𝑖 +

𝜀𝑖

𝜀𝑖 ~
𝑁

0,SE
𝑖 2

𝑢
𝑖 ~
𝑁

0,𝜎
𝑠 2



M
ixed

 EffectsM
od

el –
IQ

 Exam
ple

M
etafor

Tw
o Fitting M

ethods
M

etaforAssessing Heterogeneity 
•

In m
eta-analysis, heterogeneity refers to the am

ount 
of variation that is attributable to differences in 
studies

•
There is no set num

ber that can be used to indicate 
an ‘acceptable am

ount’ of heterogeneity because it 
is highly dependent on the system

 being studied
•

Instead, heterogeneity is assessed in term
s of

•
I 2:the am

ount of rem
aining heterogeneity as a 

proportion of the residual variance
•

R
2: the proportion of heterogeneity accounted 

for in the Full vs. Reduced m
odel

•
Q

-test –
A Chi-squared test for the presence of 

heterogeneity



Tw
o Fitting M

ethods
M

etafor

•13 studies were collected of 
tuberculosis incidence for 
patients who were not 
vaccinated (control) and those 
who were (treatm

ent)
•O

bservations from
 each study 

are from
 a 2 x 2 contingency 

table

TB Exam
ple

Studyi
Vaccine

N
o-Vaccine

TB+
4

11

TB-
119

128

Additional inform
ation is available on the year of 

the study, the latitude at which the study took 
place, and the m

ethod in which the vaccines were 
allocated to the patients (i.e. study design)

Log O
dds Ratio: ln

ൗ
𝑡1

𝑡2
ൗ

𝑐1
𝑐2

=
ln

𝑡1 𝑐2
𝑡2 𝑐1

=
ln

Τ 4119
Τ

11
128

=
−
0.939



Fixed
 EffectsM

od
el –

TB Exam
ple

Tw
o Fitting M

ethods
M

etafor

**Note that the results are given in term
s of the LO

G odds ratio!!

Two m
ethods to back-transform

 the outputs

ෝ𝑦𝑖 =
ln

OR
𝑖
o

𝑒
ෞ𝑦
𝑖=

OR
𝑖

𝑦
𝑖 =

𝜃
+
𝑢
𝑖 +

𝜀𝑖
𝜀𝑖 ~

𝑁
0,SE

𝑖 2



Ra
nd

om
 EffectsM

od
el –

TB Exam
ple

Tw
o Fitting M

ethods
M

etafor

Two m
ethods to back-transform

 the outputs

𝑦
𝑖 =

𝜃
+
𝑢
𝑖 +

𝜀𝑖

𝜀𝑖 ~
𝑁

0,SE
𝑖 2

𝑢
𝑖 ~
𝑁

0,𝜎
𝑠 2



M
ixed

 EffectsM
od

el –
TB Exam

ple

Tw
o Fitting M

ethods
M

etafor

𝑦
𝑖 =

𝜃
+
𝛽𝑋

𝑖 +
𝑢
𝑖 +

𝜀𝑖

𝜀𝑖 ~
𝑁

0,SE
𝑖 2

𝑢
𝑖 ~
𝑁

0,𝜎
𝑠 2

W
hen using the predict() function on m

odels with 
independent variables, it will return a prediction for 
each observed level of the independent variable



M
ixed

 EffectsM
od

el –
TB Exam

ple

Tw
o Fitting M

ethods
M

etaforUse the “newm
ods” input to supply values 

for the independent variables that you are 
interested in predicting



M
ixed

 Effects M
od

el –
D

ose Exam
ple

Previous M
ixed Effect M

odel –
1 Study

M
eta-Analysis M

odel –
4 Studies

Tw
o Fitting M

ethods
lm

er



M
eta-A

nalysis

W
hat’s the 

O
bjective?

Data 
Exploration

M
odel Fitting

Before beginning, it’s 
im

portant to know how 
the m

odel results will 
be used.

W
hat data do you have 

to work with? W
hat are 

their ranges? Patterns? 
Visual relationships?

m
etaforvs. linear 

m
odels, fixed vs. 

random
 effects m

odels, 
choice of weights

. 

Designation of Variance 
Com

ponents



•The variance heterogeneity is 
estim

ated based on the 
squared SE collected from

 the 
literature

•These are often referred to as 
‘weights’ although they are 
m

ore appropriately thought of 
as com

ponents of the variance-
covariance m

atrix

V
ariance (W

eights)

𝜀𝑖 ~
𝑁

0,SE
𝑖 2

𝜀𝑖 ~
𝑁

0,SE
𝑖 2𝜎

𝑅 2



W
hat to do when:

1.
The SE are not available?

2.
There are very large or very 
sm

all reported values for SE?

3.
There are individual and pooled 
SE reported

V
ariance (W

eights)

𝜀𝑖 ~
𝑁

0,SE
𝑖 2

𝜀𝑖 ~
𝑁

0,SE
𝑖 2𝜎

𝑅 2



W
hat to do when:

1.
The SE are not available?

V
ariance (W

eights)

There are other ways to infer the 
relative variability associated with each 
study, but they are not well supported 
by statistical theory: 
•

Sam
ple Size –

larger sam
ple size Æ

sm
aller expected variance

•
Expert O

pinion –
can use 

knowledge of study m
ethods and 

design to assign relative weights to 
each observation (not desirable)



W
hat to do when:

1.
The SE are not available?

2.
There are very large or very 
sm

all reported values for SE?

V
ariance (W

eights)

An unusually sm
all reported SE will 

cause problem
s in the fitting algorithm

 
and skew results towards that 
observation. There is no standard 
m

ethodology to deal with this but in 
practice, it is not uncom

m
on to create 

a m
inim

um
 cut-off for the SE.

•
Establish a cutoff (e.g. 5 percentile 
of observations)

•
Set all values below the cutoff to 
the cutoff value 



W
hat to do when:

1.
The SE are not available?

2.
There are very large or very 
sm

all reported values for SE?

3.
There are individual and pooled 
SE reported

V
ariance (W

eights)

If each treatm
ent SE is sim

ilar or the 
authors reported a test for 
hom

oscedasticity, the pooled SE is a 
good choice. If the original 
observations are hom

oscedastic but 
the observations are unbalanced due 
to m

issing data, the individual SE 
should be used if it is available.



Sam
ple Size V

ariance Substitution
–

IQ
 Exa

m
ple

•How does use of sam
ple size in 

place of reported variances 
affect the results?

V
ariance (W

eights)



Sam
ple Size V

ariance Substitution
–

IQ
 Exa

m
ple

Vi = sei 2
vi.Sub

= 1/ni

V
ariance (W

eights)



M
eta-A

nalysis

W
hat’s the 

O
bjective?

Data 
Exploration

M
odel Fitting

M
odel Selection

Before beginning, it’s 
im

portant to know how 
the m

odel results will 
be used.

W
hat data do you have 

to work with? W
hat are 

their ranges? Patterns? 
Visual relationships?

m
etaforvs. linear 

m
odels, fixed vs. 

random
 effects m

odels, 
choice of weights

. 

How do you know 
which dependent 

variables should rem
ain 

in the m
odel? 



Fixed
 Effects Selection –

IQ
 Exam

ple

Add “Tester” Fixed effect
Com

pare with an F-Test using M
LE

M
odel Selection



Fixed
 Effects Selection –

TB Exam
ple

Com
pare nested m

odels with Chi-
Squared Tests

M
0 :     𝑦

𝑖 ~
𝛽
0
+

𝑢
𝑖 +

𝜀𝑖

M
1 :     𝑦

𝑖 ~
𝛽
0
+
𝛽
1 Lat𝑖 +

𝑢
𝑖 +

𝜀𝑖

M
2 :     𝑦

𝑖 ~
𝛽
0
+
𝛽
1 Lat𝑖 +

𝛽
2 Year𝑖 +

𝑢
𝑖 +

𝜀𝑖

M
3 :     𝑦

𝑖 ~
𝛽
0
+
𝛽
1 Lat𝑖 +

𝛽
2 Year𝑖 +

𝛽
3 Alloc𝑖 +

𝑢
𝑖 +

𝜀𝑖

M
odel Selection



M
eta-A

nalysis

W
hat’s the 

O
bjective?

Data 
Exploration

M
odel Fitting

M
odel Selection

Before beginning, it’s 
im

portant to know how 
the m

odel results will 
be used.

W
hat data do you have 

to work with? W
hat are 

their ranges? Patterns? 
Visual relationships?

Find the ‘best’ 
num

erical relationship 
between the 

dependent and 
independent variables. 

How do you know 
which dependent 

variables should rem
ain 

in the m
odel? 

Sim
ilar to regular 

regression but often 
have fewer variables to 
work with



M
eta-A

nalysis

W
hat’s the 

O
bjective?

Data 
Exploration

M
odel Fitting

M
odel Selection

Evaluation + 
Interpretation

Before beginning, it’s 
im

portant to know how 
the m

odel results will 
be used.

W
hat data do you have 

to work with? W
hat are 

their ranges? Patterns? 
Visual relationships?

Find the ‘best’ 
num

erical relationship 
between the 

dependent and 
independent variables. 

How do you know 
which dependent 

variables should rem
ain 

in the m
odel? 

Does the m
odel follow 

all the assum
ption? 

How well does it 
perform

?



W
hat assum

ptions need
 to 

be checked
?

M
ostly the sam

e!



•Norm
ality

•Constant Variance
•Fit
•Prediction
•Publication Bias M

odel Evaluation

x



Publication Bias

Borenstein
et al., 2009

M
odel Evaluation



Publication Bias

Borenstein
et al., 2009

M
odel Evaluation



Publication Bias-IQ
 Exam

ple
M

odel Evaluation



Publication Bias –
IQ

 Exam
ple

M
odel Evaluation



Publication Bias –
TB Exam

ple
M

odel Evaluation



•Interpret within the bounds of your data
•M

ake predictions with fixed effects (in general)
•Back transform

 the effect size to the units/value of interest
•Apply inferences to appropriate population

M
odel Inference



Your Turn!

kfr3@
cornell.edu


