
Linear M
odels 

D
evelop

ing
 a

nd
 D

ecip
hering

Kristan Reed, PhD 
Assistant Professor of Dairy Cattle Nutrition

Cornell University



The Ta
sk



The Ta
sk



Reg
ression?

D
escribes the average, system

atic response of the dependent
variable to the independentvariablesA

N
D

the expected degree 
of variation of the dependent variable for a given set of 
independent variables



Reg
ression?

D
escribes the average system

atic response of the dependent
variable to the independentvariablesA

N
D

the expected degree 
of variation of the dependent variable for a given set of 
independent variables

(in)dependent = (In)puts
dependent = O

utputs



Linear M
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W
hat’s the 

objective?

Before beginning, it’s 
im

portant to know how 
the m

odel results will 
be used.



Linear M
odels

W
hat’s the 

objective?

Before beginning, it’s 
im

portant to know how 
the m

odel results will 
be used.

•
Description
•

How does the response vary
w.r.t.the 

inputs?

•
Prediction
•

Given a set of input conditions, what is 
the expected outcom

e? How m
uch 

certainty is there in this prediction?
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W
hat’s the 

objective?

Before beginning, it’s 
im

portant to know how 
the m

odel results will 
be used.

C
ausation



Linear M
odels

W
hat’s the 

O
bjective?

Data 
Exploration

Before beginning, it’s 
im

portant to know how 
the m

odel results will 
be used.

W
hat data do you have 

to work with? W
hat are 

their ranges? Patterns? 
Visual relationships?



Data Exploration

Visually assess plots of the dependent variable vs. independent variables



Data Exploration

Be sure to assess the range of your independent variable and how it 
relates to the system

 studied and your desired inference



Data Exploration

Plots of dependent variables against each other are an im
portant 

step in identifying highly correlated predictor variables



Data Exploration

Visually look for outliers and rem
ove if: 

1)
M

eets statistical criteria (i.e. m
ore than 2-3 SD from

 the m
ean)

2)
A review of notes/procedure identifies an abnorm

ality in the collection process 



Data Exploration

•
Plots of dependent variables against each other are an im

portant 
step in identifying highly correlated predictor variables

•
Extrem

e values in independent variables, like the plot on the left 
should not be rem

oved



Linear M
odels

W
hat’s the 

O
bjective?

Data 
Exploration

Before beginning, it’s 
im

portant to know how 
the m

odel results will 
be used.

W
hat data do you have 

to work with? W
hat are 

their ranges? Patterns? 
Visual relationships?

•
Plot, plot, plot!
•

visually assess the relationships 
between variables and to look for 
potential outliers.

•
Does the plot reveal a well-defined 
relationship? Is this relationship 
linear?

•
Are the ranges and precisions of the 
independent variables sufficient for 
your purposes?



Linear M
odels

W
hat’s the 

O
bjective?

Data 
Exploration

M
odel Fitting

Before beginning, it’s 
im

portant to know how 
the m

odel results will 
be used.

W
hat data do you have 

to work with? W
hat are 

their ranges? Patterns? 
Visual relationships?

Find the ‘best’ 
num

erical relationship 
between the 

dependent and 
independent variables. 



Linear M
odels

(Sim
ple Regression)

The Regression param
eters 

are unknown 
Β

0 is the y-intercept
Β

1 is the slope

Situation
•

The expectation of Y
i is 

the m
ean of the 

regression equation
•

The errors are 
uncorrelated and have a 
constant variance

A
ssum

ptions

To find the ‘good’ values that 
can serve as estim

ates for ϐ
0 , 

ϐ
1 , and εi

O
bjectives



Linear M
odels

(M
ultiple Regression)

The Regression param
eters 

are unknown 
Β

0 is the y-intercept
Β

i are the slopes

Situation
-The expectation of Y

i 
is the m

ean of the                          
regression equation

-The errors are uncorrelated 
and have a constant 
variance

A
ssum

ptions

To find the ‘good’ values that 
can serve as estim

ates for ϐ
0 , 

ϐ
i , and εi

O
bjectives



Linear M
odels

(M
atrix N

otation)

The Regression param
eters 

are unknown 
Β

is the vector of param
eter 

estim
ates

Situation
-The expectation of Y

i 
is the m

ean of the                          
regression equation

-The errors are uncorrelated 
and have a constant 
variance

A
ssum

ptions

To find ‘good’ values that can 
serve as estim

ates for ϐ
and ε

O
bjectives



H
ow

 d
o w

e find
 ‘g

ood
’ 

estim
a

tes?



Lea
st Sq

ua
res Estim

a
tion

•M
inim

izes the vertical distance 
of the observed responses to 
the regression line

Fitting Linear M
odels



N
ota

tion convention…

•β
0 , β

1, β
2, … etc. are unknown

•Estim
a

tors from
 a

 sa
m

p
le a

re: b
0 , b

1 , b
2 ,…

 etc. 

•εi a
nd

 σ
2a

re unknow
n

•Estim
a

tors from
 a

 sa
m

p
le a

re e
i a

nd
 s 2

Fitting Linear M
odels



Lea
st Sq

ua
res Estim

a
tion

•M
inim

izes the vertical distance 
of the observed responses to 
the regression line

•To find the solution…
•

Take the derivative w.r.t. the 
regression param

eters Fitting Linear M
odels



Lea
st Sq

ua
res Estim

a
tion

•M
inim

izes the vertical distance 
of the observed responses to 
the regression line

•To find the solution…
•

Take the derivative w.r.t. the 
regression param

eters
•

Set equal to zero and solve for b
0

and b
1

Fitting Linear M
odels



Lea
st Sq

ua
res Estim

a
tion

•The residuals are used to create 
an  estim

ate of the variance
s 2

Fitting Linear M
odels



Lea
st Sq

ua
res Estim

a
tion -Prop

erties

•Guarantees estim
ators are 

unbiased with m
inim

al variance
•

(does not require assum
ption of 

norm
ality)

Fitting Linear M
odels



W
ha

t if w
e w

a
nt to m

a
ke inferences 

a
b

out the sig
nifica

nce of the estim
a

tes?
O

r about the distribution of the residuals?



N
orm

a
l Reg

ression (M
a

xim
um

 Likelihood
)

•The data are assum
ed to be a 

random
 selection from

 a 
norm

al population

•The error term
s are now 

assum
ed to be norm

ally 
distributed

•
(i.e. that εi ~

N(0, σ
2)) Fitting Linear M

odels



N
orm

a
l Reg

ression (M
a

xim
um

 Likelihood
)

•The task of M
LE estim

ation is to 
find estim

ators for β
and σ

2that 
m

axim
ize the norm

al density 
function

for all yi

y1

f(y1 )𝑓
𝑦
𝑖 |𝜷

,𝜎
𝟐

=
1

𝜎
2𝜋

𝑒
−
𝑦
𝑖 −
𝑿
𝜷

2

2𝜎
2

Fitting Linear M
odels



N
orm

a
l Reg

ression (M
a

xim
um

 Likelihood
)

•The M
LE estim

ators for β are the 
sam

e as the least squares 
estim

ators
•

Note the sim
ilarity to Least Squares 

through inclusion of the negative 
squared distance in the exponential  

•The M
LE estim

ator for σ
2is alm

ost 
the sam

e as the least 
squaresstandard errorestim

ator
•

For large sam
ples sizes they are 

essentially equivalent

y1

f(y1 )𝑓
𝑦
𝑖 |𝜷

,𝜎
𝟐

=
1

𝜎
2𝜋

𝑒
−
𝑦
𝑖 −
𝑿
𝜷

2

2𝜎
2

Fitting Linear M
odels



N
orm

a
l Reg

ression (M
a

xim
um

 Likelihood
)

Assum
ptions -Errors

•Errors are uncorrelated and 
have a constant variance

•Errors are independent and 
distributed norm

ally with a 
m

ean of “0” and a variance of 
σ

2

𝜀𝑖 ~
𝑁
0,𝜎

2

Fitting Linear M
odels



N
orm

a
l Reg

ression (M
a

xim
um

 Likelihood
)

Assum
ptions -Param

eters
•The distribution assum

ption for 
the data carries over to the 
sam

pling distribution of the 
param

eter estim
ates

•“The sam
pling distribution of b

1 refers to 
the different values of b

1 that would be 
obtained with repeated sam

pling when the 
levels of the predictor variable X are held 
constant from

 sam
ple to sam

ple.” ~ 
Kutneret al., 2004

Fitting Linear M
odels



N
orm

a
l Reg

ression (M
a

xim
um

 Likelihood
)

Assum
ptions -Param

eters
•The distribution assum

ptions 
for the param

eters enable 
hypothesis testing about 
param

eter significance Fitting Linear M
odels



Beef Exa
m

p
le

Description of Data
•30 bull calves from

 3 breeds 
were grazed on winter wheat or 
rye

•They were slaughtered around 
18 m

osand detailed carcass 
quality m

easurem
ents were 

taken

Heins, et al. 2017. O
rganic Beef Data from

 Integration of Crops and Livestock Project.

Lots of data and m
easurem

ents

Fitting Linear M
odels



Beef Exa
m

p
le

O
bjective: 

Develop a m
odel to predict 

m
arbling score

Fitting Linear M
odels

Heins, et al. 2017. O
rganic Beef Data from

 Integration of Crops and Livestock Project.



Beef Exa
m

p
le Fitting Linear M

odels

Heins, et al. 2017. O
rganic Beef Data from

 Integration of Crops and Livestock Project.



Beef Exa
m

p
le Fitting Linear M

odels

Heins, et al. 2017. O
rganic Beef Data from

 Integration of Crops and Livestock Project.

M
odel Specification



Linear M
odels

W
hat’s the 

O
bjective?

Data 
Exploration

M
odel Fitting

Before beginning, it’s 
im

portant to know how 
the m

odel results will 
be used.

W
hat data do you have 

to work with? W
hat are 

their ranges? Patterns? 
Visual relationships?

Find the ‘best’ 
num

erical relationship 
between the 

dependent and 
independent variables. 

•
For sim

ple and 
m

ultiple linear m
odels, 

the im
portant choice 

in m
odel fitting is 

between Least 
Squares and M

LE



Linear M
odels

W
hat’s the 

O
bjective?

Data 
Exploration

M
odel Fitting

M
odel Selection

Before beginning, it’s 
im

portant to know how 
the m

odel results will 
be used.

W
hat data do you have 

to work with? W
hat are 

their ranges? Patterns? 
Visual relationships?

Find the ‘best’ 
num

erical relationship 
between the 

dependent and 
independent variables. 

How do you know 
which dependent 

variables should rem
ain 

in the m
odel? 



How
 w

as your data collected?

Define potential 
variables and 
interactions

Fit all possible 
com

binations

Controlled 
experim

ent
O

bservational 
Study

Reduce 
independent 
variable pool

M
anual or 

Autom
ated 

selection

Exploration of 
available data to find 

highly influential 
variables

Specifically 
designed to test 
the outcom

es 
response to a set 

of inputs.

Requires 
intelligent 
discrim

ination on 
the part of the 
m

odeler.

O
ften the m

ost 
difficult part of 
m

odeling.

Usually won’t find 
a single ‘best’ 
m

odel.

Even sm
all datasets 
can contain 

nonsensical variables

Num
ber is often 

sm
all enough to 

prevent increasing 
Type II errors.

Define potential 
variables and 
interactions



C
riteria

 for selection

•R
2or Adjusted R

2

•
Adding m

ore predictor variables 
will always increase R

2

•
Adjusted R

2corrects for the 
num

ber of param
eters w.r.t the 

num
ber of observations M

odel Selection



C
riteria

 for selection
•R

2+ Adjusted R
2

•AIC or BIC
•

Akaike Inform
ation Criterion

•
Bayesian Inform

ation Criterion
•

Estim
ates the ‘am

ount of 
inform

ation lost’ by sum
m

arizing 
the data with a m

odel instead of 
using the exact data

•
Lower loss of inform

ation = 
Better

•
BIC has a stronger penalty for 
adding m

ore param
eters M

odel Selection

෠𝐿
=
ෑ𝑖=

1 𝑛

𝑓
𝑦
𝑖 |𝜷

,𝜎
𝟐

=
1

𝜎
2𝜋

𝑒
−
𝑦
𝑖 −
𝑿
𝜷

2

2𝜎
2

AIC
=
2p

−
2
ln( ෠𝐿)

BIC
=
ln

𝑛
p
−
2
ln( ෠𝐿)



C
riteria

 for selection

•R
2+ Adjusted R

2

•AIC or BIC
•

M
SPE –

An assessm
ent of 

prediction error. 
•

This m
etric can also be 

decom
posed to assess m

ean bias 
(ECT) and slope bias (ER) as 
described by Bibby and 
Toutenberg

(1977). 

M
odel Selection

M
SPE

=
σ
𝑖=
1

𝑛
O
𝑖 −

෡P𝑖
2

𝑛

𝑠𝑝 2
=

σ
𝑖=
1

𝑛
P𝑖 −

ഥP𝑖
2

𝑛
𝑠𝑎 2

=
σ
𝑖=
1

𝑛
O
𝑖 −

O
𝑖

2

𝑛

𝑟
=

൘
σ
𝑖=
1

𝑛
P𝑖 −

ഥP𝑖
𝑛

σ
𝑖=
1

𝑛
O
𝑖 −

O
𝑖

𝑛
𝑠𝑝 2

𝑠𝑎 2

ECT
=

ഥP
−

ഥO
2

M
SPE

ER
=

𝑠𝑝 2
−
𝑟

𝑠𝑎 2
2

M
SPE

O
 = O

bserved; P = Predicted



C
riteria

 for selection

•R
2+ Adjusted R

2

•AIC or BIC
•

M
SPE 

•M
allow’s CP-another m

etric 
with a strong correction for the 
num

ber of param
eters

M
odel Selection

𝐶
𝑝
=

𝑆𝑆𝐸
𝑝

𝑆
2

−
𝑛
+
2𝑝

𝑆𝑆𝐸
𝑝
=
෍𝑖=
1 𝑛

𝑦
𝑖 −

ෞ𝑦.𝑝
𝑖
2

𝑆
2
=
෍𝑖=
1 𝑛

𝑦
𝑖 −

෣𝑦.𝑓𝑢𝑙𝑙𝑖
2



C
riteria

 for selection

•R
2+ Adjusted R

2

•AIC or BIC
•

M
SPE 

•M
allow’s CP

•LRT (likelihood ratio tests)
•

For testing nested m
odels

•
2ln

෢𝐿
2
/ ෢𝐿1

•
Follows an F-distribution M

odel Selection



Forw
a

rd
 Step

w
ise Reg

ression
•

An algorithm
 to select m

odels by starting with the 
sm

allest m
odel and progressively adding independent 

variables until additional variables do not im
prove the 

m
odel
1.

Add independent variable with the sm
allest P-value, or 

m
odel with lowest AIC/BIC

2.
Add another independent variable with the next 
sm

allest P-value, or lowest AIC/BIC 
3.

Test previously added variables to see if they are still 
needed

based on a rem
oval alpha criteria

4.
Repeat 2-3 until adding a new variable no longer 
im

proves the m
odel

M
odel Selection

•
A drawback of this m

ethod is that is 
identifies a single ‘best’ m

odel but there is 
often not a truly ‘best’ m

odel because 
different m

odels will perform
 differently 

based on different criteria and diagnostics



Forw
a

rd
 Step

w
ise Reg

ression: Beef Exa
m

p
le

Full M
odel: 

M
arbling Score ~ AgeatSlaughter+ M

FA + O
m

ega3 + 
ForageType

+ Breed + Carcass.W
t+ Dressing%

 + BCS + 
Backfat+ RibeyeArea

+ TFA

R package –
olsrr

•
Can select on p-value or AIC

M
odel Selection

Selection with p-value



Forw
a

rd
 Step

w
ise Reg

ression: Beef Exa
m

p
le

M
odel Selection

Selection with p-value



Forw
a

rd
 Step

w
ise Reg

ression: Beef Exa
m

p
le

M
odel Selection

Selection with AIC
Selection with p-value



Ba
ckw

a
rd

 Step
w

ise Reg
ression

•Sim
ilar to the forward selection

1.
Starts with full m

odel with all of 
the variables in the m

odel 
2.

Rem
oves a variable based on 

largest p-value or AIC 
3.

Previously rem
oved variables 

are tested to see if they should 
be added back in.

4.
Repeat steps 2-3

M
odel Selection



Ba
ckw

a
rd

 Step
w

ise Reg
ression

M
odel Selection

Full M
odel: 

M
arbling Score ~ AgeAtSlaughter+ M

FA + O
m

ega3 + 
ForageType

+ Breed + Carcass.W
t+ Dressing%

 + BCS + 
Backfat+ RibeyeArea

+ TFA

R package –
olsrr

•
Can select on p-value or AIC



Ba
ckw

a
rd

 Step
w

ise Reg
ression

M
odel Selection

Selection with p-value
Selection with AIC



Beef Exa
m

p
le: Forw

a
rd

 a
nd

 Ba
ckw

a
rd

Forward Selection

M
arbling Percent ~ 
Age at Slaughter + 
M

FA + 
Dressing percent + 
Backfat+ 
TFA + 
O

m
ega 3

Backward Selection

M
arbling Percent ~ 
Age at Slaughter + 
M

FA + 
Dressing percent + 
Backfat+ 
TFA

M
odel Selection



Beef Exa
m

p
le: Forw

a
rd

 a
nd

 Ba
ckw

a
rd

Forward Selection
Backward Selection

M
odel Selection

Adding O
m

ega3 as a predictor increased the SE of the other predictors and is not significant 
at a P-value < 0.1 , but it was included in both forward selection m

odels. W
hy?



Ind
ep

end
ent V

a
ria

b
le C

orrela
tions

M
odel Selection



Ind
ep

end
ent V

a
ria

b
le C

orrela
tions

•W
hen there is a high degree of 

correlation between 
independent variables, the 
coefficient estim

ates will have 
larger SEs and the estim

ates will 
vary m

ore between sam
ples

•Param
eters m

ay not be 
statistically significant even if 
there is a statistical relationship

Extrem
e case is a perfect linear 

relationship: 

X
3 = 1.8 + 3.4 X

2

The degree of correlation am
ong 

independent variables in a m
odel 

is known as M
ulticollinearity

M
odel Selection



M
ulticollinea

rity

•The Variance Inflation Factoris 
used to assess the degree of 
m

ulticollinearity
•

General recom
m

endations are to 
have a VIF less than 10

M
odel Selection



M
od

el Selection C
a

vea
ts

•O
ften there is not one “best” 

m
odel for all criteria and so the 

ultim
ate selection is a choice 

m
ade by the m

odeler by 
weighing the difference criteria

•If there is a set of qualitative 
predictors (i.e. a categorical 
variable with m

ultiple values) it 
is best to include all values, 
even if only one or two is 
significant. Sim

ilarly, if there are 
interaction or second or term

s, 
the first order term

 needs to be 
m

aintained in the m
odel.

M
odel Selection



Linear M
odels

W
hat’s the 

O
bjective?

Data 
Exploration

M
odel Fitting

M
odel Selection

Before beginning, it’s 
im

portant to know how 
the m

odel results will 
be used.

W
hat data do you have 

to work with? W
hat are 

their ranges? Patterns? 
Visual relationships?

Find the ‘best’ 
num

erical relationship 
between the 

dependent and 
independent variables. 

How do you know 
which dependent 

variables should rem
ain 

in the m
odel? 

All m
odel selection 

m
ethods still require 

intelligent 
direction,intervention, 
and evaluation



Linear M
odels

W
hat’s the 

O
bjective?

Data 
Exploration

M
odel Fitting

M
odel Selection

Evaluation + 
Interpretation

Before beginning, it’s 
im

portant to know how 
the m

odel results will 
be used.

W
hat data do you have 

to work with? W
hat are 

their ranges? Patterns? 
Visual relationships?

Find the ‘best’ 
num

erical relationship 
between the 

dependent and 
independent variables. 

How do you know 
which dependent 

variables should rem
ain 

in the m
odel? 

How well does the 
m

odel perform
 and 

what can you learn 
from

 it?

Linear M
odels



Pred
iction of sa

m
p

le d
a

ta
M

odel Inference



O
bjectives

•
Check Assum

ptions!
•

Norm
ality

•
Constant Variance

•
Uncorrelated

•
Fit•

How well does the m
odel describe the 

data?
•

Is the m
odel biased?

•
Prediction Accuracy

•
How well does the m

odel predict new 
data

W
hich Data to Use

•Sam
ple data

•Sam
ple data

•New Data
•Data splitting
•Bootstrapping

M
odel Evaluation



M
etrics

Plots
•Residual Plots-Against predictor 

variables
•

Against predicted values
•

Against dependent and other, non-
include variables (e.g. tim

e, study, 
etc.)

•
Boxplots and norm

ality plots of 
residuals

•
Q

Q
 plots

•Plots of observed vs. predicted
•Regression of observed vs. 

predicted 

Form
al Tests and M

etrics
•

Form
al Tests

•
Shapiro-W

ilkes test (norm
ality) 

•
Brown-Forsythe (Consistency in 
Variance)

•
Breusch-Pagan test (Consistency 
in Variance)

•M
SPE/RM

SPE
•CCC
•R

2

M
odel Evaluation



Beef Exa
m

p
le

•Assum
ptions: Residual plots

•
Look for patterns and distribution 
between positive and negative 
values

•
Should be evenly and random

ly 
distributed

M
odel Evaluation



Beef Exa
m

p
le

•Assum
ptions: Residual plots

•
Look for patterns and distribution 
between positive and negative 
values

•
Should be evenly and random

ly 
distributed

M
odel Evaluation



Beef Exa
m

p
le

•Assum
ptions: Q

uantile plots
•

O
rdered residuals plotted against 

their quantile value if they 
followed a norm

al distribution 
exactly

•
Deviations from

 the line indicate 
departures from

 norm
ality

M
odel Evaluation



Beef Exa
m

p
le

•Assum
ptions: Shapiro-W

ilkes

H
0 : Residuals ~ N(0, σ

2)

*If the null is rejected, it is not 
certain that the residuals are not 
norm

ally distributed. Especially with 
large sam

ple sizes, it is 
recom

m
ended to assess the degree 

of departure, e.g. with a Q
Q

 plot M
odel Evaluation



Beef Exa
m

p
le

•M
odel Fit:  Plots and Regression 

of O
bserved Vs. Predicted

•
Points should fall along the line of 
unity

•
Regression of O

bs~ Pred
should 

result in  β
0 = 0, and  β

1 = 1
•

Higher R
2= better fit

M
odel Evaluation



Beef Exa
m

p
le

•Prediction Accuracy:  
•

M
SPE 
•

Sm
aller values are better

•
Can take the square root to get the 
prediction error in units of observed 
value

•
CCC•

Assesses degree to which the 
observed and predicted values agree 
–

both precision and accuracy
•

-1 < ρ
< 1

•
Values closer to 1 indicate a stronger 
concordance

M
odel Evaluation



Pred
iction of new

 d
a

ta
M

odel Inference

Kutneret al., 2014

•
O

nly use values that are within the 
m

ultivariate region of the of the 
dependent variable sam

ples



Pred
iction of new

 d
a

ta
M

odel Inference



Pa
ra

m
eter Estim

a
tes

•How should the param
eter 

m
ean and CI be interpreted?
•

Depends on…
•

Study design
•

M
odeling objectives

•Rem
em

ber that the param
eter 

estim
ates are correlated

M
odel Inference



Pa
ra

m
eter Estim

a
tes: Beef Exa

m
p

le
M

odel Inference

Note that including additional param
eters, can change the param

eter estim
ates and their SE



W
ha

t if g
roup

s of 
your d

a
ta

 a
re 

rela
ted

 to ea
ch 

other?



M
ixed M

odels

W
hat is a 

random
 effect?

Data 
Exploration

M
odel Fitting

M
odel Selection

Evaluation + 
Interpretation

W
hat data do you have 

to work with? W
hat are 

their ranges? Patterns? 
Visual relationships?

Find the ‘best’ 
num

erical relationship 
between the 

dependent and 
independent variables. 

How do you know 
which dependent 

variables should rem
ain 

in the m
odel? 

Lorem
 ipsum

 dolor sit 
am

et, consectetur 
adipiscing elit, sed do 

eiusm
od tem

por 
incididunt ut labore et 
dolore m

agna aliqua. 



Ra
nd

om
 Effects

•Random
 effects are used to represent correlations am

ong 
observations that belong to the sam

e group when the group 
characteristic is a random

 selection from
 the larger population.

•W
hile a fixed effect describes an average response to a given factor 

or independent variable level, a random
 effect is assum

ed to have 
an average response of zero (it is random

) and therefore influences 
the covariance structure rather than the m

ean or expected value of 
the response.



M
ixed M

odels

The Regression param
eters 

are unknown 
u

is the vector of param
eter 

estim
ates

Situation
-The expectation of Y

i 
and errors are the sam

e as a 
sim

ple linear m
odel

-Have additional 
assum

ptions of the random
 

effects

A
ssum

ptions

To find ‘good’ values that can 
serve as estim

ates for ϐ, G, and 
R O
bjectives



Ra
nd

om
 Intercep

ts vs. Slop
es

A random
 slope influences the response

to the fixed effects AND this 
response can be separated from

 the effect of the random
 grouping 

on the overall m
ean response.



M
ixed M

odels

W
hat is a 

random
 effect?

Data 
Exploration

W
hat data do you have 

to work with? W
hat are 

their ranges? Patterns? 
Visual relationships?

Sam
e data exploration in sim

ple 
linear regression applies in 
m

ixed m
odel regression except 

also want to separate by groups



Ra
t Bod

yw
eig

ht Exa
m

p
le



M
ixed M

odels

W
hat is a 

random
 effect?

Data 
Exploration

M
odel Fitting

Before beginning, it’s 
im

portant to know how 
the m

odel results will 
be used.

W
hat data do you have 

to work with? W
hat are 

their ranges? Patterns? 
Visual relationships?

Find the ‘best’ 
num

erical relationship 
between the 

dependent and 
independent variables. 



M
ixed M

odel Fitting

M
anagem

ent 
O

bjectives

M
LE

REM
L

Restricted 
M

axim
um

 
Likelihood

M
axim

um
 

Likelihood

•
M

LE are the param
eters 

that m
axim

ize the likelihood 
function of the data.

•
Random

effects increase the 
num

ber of param
eters that 

need to be estim
ated can 

m
ake the optim

ization 
difficult.

•
M

LE variance estim
ates are 

biased. 

•
Rem

oves the fixed effects 
then estim

ates the variance 
com

ponents 

•
The estim

ated variance 
com

ponents act as constants 
in the second estim

ation 
procedure to find the 
M

LE
estim

atesof the fixed 
effects.

•
REM

L estim
ates are less 

biased than M
LE 

estim
ators,especially

for 
balanced data.



Know
 your m

od
el fitting

 functions!

M
ixed M

odel Fitting

REM
L is often the default so if 

you need to fit in M
L for m

odel 
selection purposes, be sure to 
use the correct function inputs



M
L

REM
L

M
ixed M

odel Fitting
Note that the m

ean estim
ates are the sam

e but their SE and the Random
 effect variances are different



M
ixed M

odels

W
hat is a 

random
 effect?

Data 
Exploration

M
odel Fitting

M
odel Selection

Before beginning, it’s 
im

portant to know how 
the m

odel results will 
be used.

W
hat data do you have 

to work with? W
hat are 

their ranges? Patterns? 
Visual relationships?

Find the ‘best’ 
num

erical relationship 
between the 

dependent and 
independent variables. 

Have to select both 
fixed and random

 
effects



Fixed
 effect selection

•Cannot use LRT with REM
L 

fitted m
odels because the 

likelihoods are altered to 
rem

ove the fixed effects so 
aren’t com

parable.
•Use M

L fit m
odels instead to 

select fixed effects in a m
ixed 

m
odel



M
ixed M

odels

W
hat is a 

random
 effect?

Data 
Exploration

M
odel Fitting

M
odel Selection

Evaluation + 
Interpretation

Before beginning, it’s 
im

portant to know how 
the m

odel results will 
be used.

W
hat data do you have 

to work with? W
hat are 

their ranges? Patterns? 
Visual relationships?

Find the ‘best’ 
num

erical relationship 
between the 

dependent and 
independent variables. 

How do you know 
which dependent 

variables should rem
ain 

in the m
odel? 

The nature of the 
random

 effects and 
your objectives will 
determ

ine how you 
can interpret them



Rep
orting

 Ra
nd

om
 effects

•Random
 effects are often not 

reproducible
•

Not valuable for inference on 
future populations

•
Rat #2 is on average 25.96 g 
below Rat #1 –

but that estim
ate 

can only be used for inference on 
Rat #2



Rep
orting

 Ra
nd

om
 effects

•Random
 effects are often not 

reproducible
•

Not valuable for inference on future 
populations

•
Rat #2 is on average 25.96 g below 
Rat #1 –

but that estim
ate can only 

be used for inference on Rat #2
•So the interest usually lies in the 

degree of variation in the random
 

grouping
•

Here the variance between rats 4x 
higher than the residual variance



Resid
ua

ls from
 Ra

nd
om

 Effects 
m

od
els

•The residuals() function gives 
the residuals from

 the fixed 
effect m

odel

•The residuals object within the 
sum

m
ary() of the m

odel, gives 
the residuals from

 the BLUP 
(best linear unbiased predictor) 
that includes the random

 
effects 

Residuals calculated w/o random
 effects

Residuals calculated w/ random
 effects

* Estim
ates of prediction error should be based on the 

fixed effects m
odel w

ithoutthe random
 effects!



Thank You

kfr3@
cornell.edu


