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Modeling

𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 = 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 ( �𝑌𝑌) − 𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂𝑂 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 (𝑌𝑌)
Predicted Observed Error Absolute error Squared error

10 12 -2 2 4
9 7 2 2 4

13 10 3 3 9
8 8 0 0 0

11 14 -3 3 9
2.0 (MAE) 5.2 (MSPE)

RMSPE = MSPE = 2.28

Model development
Model evaluation

Data
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Presentation Notes
How many of you have develop a model by yourself 

How close the predictions to the observed value. In order to quantify the prediction performance we calculate the difference between 


Once we are done with training our model, we just can’t assume that it is going to work well on data that it has not seen before. In other words, we cant be sure that the model will have the desired accuracy and variance in production environment. We need some kind of assurance of the accuracy of the predictions that our model is putting out. For this, we need to validate our model. This process of deciding whether the numerical results quantifying hypothesised relationships between variables, are acceptable as descriptions of the data, is known as validation..
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Model Evaluation

Parent population
Sample (data)

Using the data used to develop the model Independent dataset

Models
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Assume that you use all the data for developing  the model and you don’t have time or your are not resourceful to find nother dataset to evaluate the model. under such circumstances we could be so tempted to use the………………..to evaluate the model as well. But we have to understand the modelhas already seen and learned about the data and model parameters have been optimized for the data, so it almost always yield overoptimistic idea about model performance, which could not e the case when evaluated on an independent dataset most of the time.



So it is always encourage to use independent or unseen data set to evaluate models

Once we are done with training our model, we just can’t assume that it is going to work well on data that it has not seen before. In other words, we cant be sure that the model will have the desired accuracy and variance in production environment. We need some kind of assurance of the accuracy of the predictions that our model is putting out. For this, we need to validate our model. This process of deciding whether the numerical results quantifying hypothesised relationships between variables, are acceptable as descriptions of the data, is known as validation..



Model Evaluation
Hold-out method

Test

Disadvantages
- does not use all available data
- the error estimates highly depend on the split

70 to 80% 20 to 30%
𝑌𝑌𝑖𝑖 = 𝛽𝛽0 + 𝛽𝛽1𝑋𝑋𝑖𝑖 Prediction 

Error 
(RMSPE) 
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Therefore, traditionally, what we do is deviding the data into two portion a relatively large portion for model development and a smaller portion for model evaluation. This method of model evaluation is called hold-out method because a portion of the data is hed out for model testing and not used for model development. 
Setting aside a portion of the data could be heartbreaking as we know that more data would make the model more powerful as the parameter estimates are going to be represenatative. Also the performance of the model evaluated on tets data could be quite different from one split to another. These differences become more prominent when data included outliers or erranious observations. 

Okay folks, How could we address these two issues? Anybody…  may be performing this hold-out method for multiple rounds and averaging the performance estimates would partially address this issues, wouldn’t it? however such splittings have to be done very systematically because other wise only certain observations would always appeared in the test dataset while the other never get a chance to be evaluated against.

Before developing the model a portion of the data is held out and not used for model development
Setting aside a sizable proportion of data reduce the available for model development specifically when the available data set is small. For instance if you have only 30 observations, setting 30% of the data for  testing would break your hrart.
The downside is that this procedure does not use al the available data for model development or evaluation and the results are highly dependent on the choice of the training/test split



Cross Validation
- Multiple rounds of data splitting
- Each data point has a chance of being validated against

1. K-fold cross validation
2. Leave-one-out cross validation (LOOCV)

K-fold cross validation 

Training
(K-1)

Testing
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In this context, cross validation offers a way to split the data in a systematic way that gives each and every datapoint a chance of being evaluated against. Cross validation can be carried out basically in two ways. K-fold cros validation and leave-one-out cross validation. Actually LoOCV is a special form of cross validation but lets take them as two separate procedures for the time being.

In K-fold cross validation, data is first partitioned into k equally or nearly equally sized segments or folds. For example you have 100 observations and the number of folds is 10. each fold will include 10 observations. If you have 101 observation and still you want ten folds, nice folds will have ten observation and the other will have ellevan. 
Then K iterations of training and validation are performed, such that within each iteration a different fold of data is held-out for validation while the remaining k-1 folds are used for training.




K-fold Cross validation (N=20 & K=4)

RMSE1`

𝑌𝑌𝑖𝑖 = 𝛽𝛽0 + 𝛽𝛽1𝑋𝑋𝑖𝑖
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The data set DD is chunked into KK disjoint subsets of the same size



N = 20 & K = 4

RMSE1

RMSE2

RMSE3

RMSE4

RMSEAverage

K-fold Cross validation (N=20 & K=4)
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Likewise model fitting and evaluation are performed with different sets of training and test sets in subsequent iterations. Again the error statitics are calculated for each iterations are cross validation procedure ultimately average aou those individual error estimtes to get final error error estimates for whole model evaluation process. 



Leave-one-out Cross validation (LOOCV); K = N

RMSE
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𝑌𝑌𝑖𝑖 = 𝛽𝛽0 + 𝛽𝛽1𝑋𝑋𝑖𝑖
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https://towardsdatascience.com/why-and-how-to-cross-validate-a-model-d6424b45261f



Leave-one-out Cross validation (LOOCV)

RMSE1

RMSEAverage

RMSE1

RMSE1
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https://towardsdatascience.com/why-and-how-to-cross-validate-a-model-d6424b45261f
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1 < K < N K = N

Hold-out method

K-fold CV LOOCVModel 
development

Model 
evaluation

1 2 3 4 5 6 7 8 9 10

Model development
1 2 3 4 5 6 7 8 9 10

Model development

K × RMSPE

N × RMSPE

1 × RMSPE
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More information about 
model performance
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K = 5 K = N
K-fold CV LOOCVK-fold CV

K = 3

89% overlapping

75% overlapping

55% overlapping
(among training data)
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But some question how useful increasing the fold number and getting increased number of performance estimates because when you increase the fold number the training dataset however tend to overlap more and more and become more similar to each other . So the model does not learn much from training and therefore the error estimates become highly variable even though we have many of them. 
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Repeated K-fold cross validation

 K remains the same
 The overlapping remains the same
 Increased number of performance 

estimates (e.g., 3 vs. 9 RMSPE)
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To address this issue it is now recommended to use a special version of cross validation called repeated K-fold cross validation where k-fold cross validation ois repeated multiple times following unique way of splitting the data in each time. For example this is one way of splitting the data in 3-fold cross validation. It can be repeated with a totally differen splitting system , and this is another way to do that. This way you should be able to perform K-fold cross validation one hundred or thousand times while K remained same , overlapping between training data remain same but you get increased number of performance evaluation estimates .
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The caret package in R

Two functions
1. trainControl

2. train 
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Bootstrapping
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Main purpose
Determining standard errors and confidence intervals of 

1, parameters in the model (Yi = β0 + β1Xi)
2, model performance estimates (RMSPE, MAE, R2)
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 Next we are going to talk about very basic aspects and application of another statistical procedure namely bootstrapping. Bootstrapping is quite useful in model evaluation as it helps determine uncertainity or in other words the standard errors and confidence intervals of first the parameters in model and second the model performance estimates such as 


why is it that resampling the same sample over and over gives good results. 
if we are resampling from our sample, how is it that we are learning something about the population rather than only about the sample? 



15

Ranga Appuhamy
Department of Animal Science

 The 95% confidence interval of R2 value?
(no standard method available)

Presenter
Presentation Notes

Here we have a some measurements of methane emissions and corresponding DMI from a sample of dairy cow population in the united states. We want to develop a simple linear regression model to see how strong the relationship between DMI and methane emissions. We fit the model and obtain R2. We want toknow the uncertainity of this R2 estimate. We want to how variable the R2 could be if we evaluate this elationship over and over for many times 
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Theoretically……………

Ranga Appuhamy
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Parent population

X1 = [x1, x2, x3, ..… xN]

Sampling
(size = N) 

( �𝜃𝜃1)

X2 = [x1, x2, x3, ..… xN] ( �𝜃𝜃2)

XB = [x1, x2, x3, ..… xN] (�𝜃𝜃𝐵𝐵)

B = 1000

Sample 
statistics

Presenter
Presentation Notes
But in our statistics classes we learn how to compute ncertainity of statistics such as Teoritically what we could have done to calculate the standard error and confidance interval is drawing many independent number of samples of data and compute the statistic of interest for example the r-squared value. Now we have a bunch of sample statistics to generate a distribution called sample distribution. 

You want to ask a question of a population but you can't. So you take a sample and ask the question of it instead. Now, how confident you should be that the sample answer is close to the population answer obviously depends on the structure of population. One way you might learn about this is to take samples from the population again and again, ask them the question, and see how variable the sample answers tended to be. Since this isn't possible you can either make some assumptions about the shape of the population, or you can use the information in the sample you actually have to learn about it.
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X1 = [x1, x2, x3, ..… xN] �𝜃𝜃1

X2 = [x1, x2, x3, ..… xN] �𝜃𝜃2

XB = [x1, x2, x3, ..… xN] �𝜃𝜃𝐵𝐵

B = 1000

Central limit theorem
The distribution of a sample statistic approximates a normal 
distribution as the sample size (N) gets larger (usually >30), 
regardless of true population distribution shape.

2.5% 97.5%

Sample 
statistics

Sample distribution

Presenter
Presentation Notes
Here we recall very fundermental rule of statistic namely central limit thearum saying that …… assuming our sample size is large enough 

The distribution of sample means approximates a normal distribution as the sample size gets larger (assuming that all samples are identical in size), regardless of population distribution shape.
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Bootstrap Resampling

X=[x1, x2, x3, x4, ….., xN]N

Bootstrap samples

Parent population

The sample
Independent samples 
of size N

Bootstrap distribution

SE and 95% CI

Presenter
Presentation Notes
Everything that we just discussed is purely theoretical as there is know way we should be able to obtain that many samples of data from a population. Sometimes obtaining just one decent size sample from a given population is hard. In this context, boottrapping offers a strategy to mimic that expected scenario of obtaining thousands of sample from original population such that it consider the sample as the population draw thousands of independent samples of the same size as the original sample called bootstrap samples. Then calculate the statistic of interest to each bootstrap sample and obtain standard errpors and confidance interval of the statistic using bootstrap distributaion opproximates to notmal distribution by holding the central limit theorem true.




that we compute using a sample distribution
Is a simple technique allow us to estimate these error without any knowledge of the distribution of parent population from which the samples are drawn
Assume we take n number of observations from this parent population 
We can use this sample to estimate some statistics that we interested in for instance mean and standard deviation or fitting a model and obtaining parameter estimates and model fitting statistics such as R squared values or mean square error values
Then we might be interested in knowing how samples estimates compared to true values of those statistics, so we would like to get an estimate of error we made in estimating the true values of data
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How do bootstrap samples become independent?

Bootstrap sampling is performed with replacement
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Presentation Notes
Boot strap sample become independent because bootstrap sampling is performed with replacement. Sampling with replacement mean that each sample drawn is returned back to the population before drawing the next. That way elements in one samples will not affect the element composition of other samples and a given observation gets a chance of being appearing in multiple samples.
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Size of bootstrap samples are as large as the original 
sample (N)

Ranga Appuhamy
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These observations 
could be less 
frequently sampled 
and thus create a bias 
in bootstrapping

https://www.youtube.com/watch?v=gcP
IyeqymOU&t=429s

Presenter
Presentation Notes
N larger the better 

https://www.youtube.com/watch?v=gcPIyeqymOU&t=429s
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Parent population

Bootstrap distribution

If N is large enough

- Standard error
- 95% CI

How many bootstrap 
samples (B)?
B = 1,000 to 10,000
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Boot package in R
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https://www.statmethods.net/advstats/bootstrapping.html

https://www.statmethods.net/advstats/bootstrapping.html
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Questions?
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